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1. Introduction

Chemical looping processes are a prom-
ising route for improving energy effi-
ciency,[1–4] leveraging renewable energy 
sources,[5–11] facilitating chemical con-
versions,[12–20] and reducing undesirable 
emissions across many sectors of the 
chemical industry.[21–26] The most common 
chemical looping (CL) processes involve 
an oxidation reaction (Equation  (3)) that 
is separated into two subreactions, medi-
ated by the redox chemistry of a “looped” 
active material.[27–29] In the oxidation sub-
reaction (Equation (1)), oxygen from air is 
transferred to an oxygen-deficient active 
material (Mred) to generate the oxidized 
active material (Mox). Mox is then reduced 
by reactant A to form product(s), B, to 
regenerate the reduced form of the active 
material, Mred (Equation  (2)). This divi-
sion of a single reaction (Figure 1a; Equa-
tion  (3)) into multiple subreactions via a 
CL scheme (Figure  1b; Equations  (1) and 
(2)) can decrease or eliminate the need 
for downstream separations to isolate 
product(s) B,[23,29,30] improve the exergy 

efficiency of the process,[29,31,32] and overcome thermodynamic 
limitations imposed by operating at a single temperature[15,27,33]

Oxidation : M Air M Nred ox 2+ → +  (1)

Reduction : M A B Mox red+ → +  (2)

Net reaction : Air A B N2+ → +  (3)

Chemical looping combustion (CLC) and chemical looping 
reforming are two chemical looping processes that may pro-
vide an energy-efficient solution to CO2 capture and syngas 
production, respectively, and are therefore of considerable 
interest to the utilities sector.[23,29,31,34,35] Other applications 
that leverage CL have been examined for the production of 
high purity, value-added chemicals such as hydrogen,[33,36,37] 
oxygen from noncryogenic separation of air,[38,39] hydrocar-
bons,[15,17,40,41] and ammonia.[5,12,42] A more general CL scheme 
applicable to all of these processes is provided in Section S1 
(Supporting Information). Despite promising results from 
pilot-scale studies and technoeconomic analyses for many 
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of these CL processes,[43–47] the realization of industrial-scale 
units has encountered substantial challenges.[29,48–51] The pri-
mary barrier to commercialization of CL technologies is the 
lack of suitable active materials that lead to economically 
viable processes.[23,29] A superior active material should exhibit 
low material cost, high anion transport capacity, high reaction 
conversion, high recyclability, high attrition resistance, and 
fast reaction kinetics.[23,29,52]

The identification of materials with superior figures of merit 
for CL has remained a long-standing challenge.[29,52] Although 
some of these properties can be readily determined or pre-
dicted, such as the cost of a material or its theoretical anion 
transport capacity, most require a detailed knowledge of the 
thermodynamic properties of the material system. To date, the 
few studies that have leveraged computational tools to identify 
active materials for CL processes have predominantly relied on 
experimental data, namely, the temperature-dependent Gibbs 
formation energy of a material, ∆Gf (T).[12,52–55] Knowledge of 
∆Gf (T) of the candidate materials within a chemical system 
enables the determination of equilibrium products as a func-
tion of temperature and elemental composition, thus providing 
the reaction conversion and recyclability of an active material 
for a given CL process. Unfortunately, experimental values of 
∆Gf (T) are only tabulated for a limited set of materials,[56] and 
calculating ∆Gf (T) from first principles is too computationally 
demanding for high-throughput materials screening.[57–59] The 
lack of free energy data for solid compounds limits the total 
number of materials that can be screened based on their ther-
modynamics and the extent to which they can be analyzed (e.g., 
the competition with side reactions). Consequently, previous 
studies aimed at identifying viable CL materials have evaluated 
only dozens of candidates.[12,52–55]

Recently, we reported a statistically learned descriptor, 
Gδ(T), for calculating the formation free energies, ∆Gf (T), of 

crystalline solid compounds at temperatures up to 1800 K.[60] 
The descriptor Gδ(T) requires only the composition, forma-
tion enthalpy and atomic density of a material at 0 K, which 
are widely tabulated in open databases of density functional 
theory (DFT)-computed materials properties.[60] We exploit 
Gδ(T) to provide the foundation for our high-throughput 
thermodynamic screening approach to rapidly identify active 
materials with high reaction conversion and high recyclability 
(i.e., low side product formation). Attrition resistance and 
reaction kinetics cannot be obtained with our high-throughput 
screening approach because they depend on properties beyond 
the free energies of the active materials, such as the support 
material, particle size, regeneration time, activation barriers, 
etc. However, these properties can nevertheless be tuned via 
the system parameters after viable active materials have been 
identified based on thermodynamic screening.[18,25,61–63]

We previously applied a thermodynamic screening 
approach based on the descriptor Gδ(T) to rapidly identify 
active materials for solar-thermal ammonia synthesis in which 
≈1100 oxide and nitride pairs were analyzed.[7] Here, we dem-
onstrate that this approach can be applied to any CL process 
that operates at or near equilibrium conditions with tempera-
tures up to at least 1800 K, irrespective of the active material 
class (e.g., oxide, halide, etc.), the number of subreactions,[7] or 
the number of reactant and/or product species. This includes 
well-studied CL processes (e.g., CLC,[23] CL reforming,[35] 
water splitting,[33] etc.) and emerging applications (e.g., air 
separation,[38] ammonia synthesis,[5,12] chemical looping with 
oxygen uncoupling,[64] three-way catalysis,[24] etc.). In this 
work we provide a detailed assessment of the accuracy of this 
method, including the expected errors in predicted reaction 
free energies and the classification accuracy for identifying 
thermodynamically viable (i.e., high conversion) active mate-
rials. Based on the success of this approach in correctly classi-
fying thermodynamically viable active materials, we applied it 
to discover previously unstudied active materials for CLC with 
high reaction conversion, high recyclability, high transport 
capacity, and low cost.

In addition to demonstrating our descriptor-based method 
for evaluating materials for CLC, we also applied it to eval-
uate materials for a novel process that we propose for sulfur 
dioxide (SO2) production. This is a compelling process to 
improve with CL because SO2 is conventionally produced via 
the aerobic combustion of sulfur, which yields a dilute mixture 
of SO2 in air and thus requires energy intensive separations to 
concentrate the SO2 and limit SO2 emissions.[65] We suggest 
a CL scheme for sulfur oxidation that yields pure SO2 from 
sulfur and could provide a more energy-efficient and lower 
emission route to both concentrated SO2 and sulfuric acid, 
the world’s most produced chemical by mass.[66] We identi-
fied 12 promising active materials for this process using our 
thermodynamic screening approach. Previous experimental 
studies of the individual oxidation and reduction reactions of 
a number of these materials corroborate our predictions. We 
expect that as the field of CL continues to grow, this robust 
and high-throughput screening approach based on machine-
learned thermodynamic properties will provide an effective 
method for discovering active materials for a wide range of CL 
chemistries.

Figure 1. A) A single-step oxidation reaction operating at temperature 
T, Equation  (3). B) The same overall reaction as in (A) reconceived as 
a two-step chemical looping cycle mediated by a looped active material 
Mox/Mred. In the oxidation reactor (right), Mred is oxidized to Mox by air. 
N2 (and any unreacted O2) is removed as an effluent. Mox is reduced by 
A in a separate reactor, producing product B (undiluted) and regenerating 
Mred. Equations (1)–(3) provide the detailed reactions.
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2. Results and Discussion

2.1. Error Quantification for Gibbs Energy of Reaction

We calculated ∆Gr (T) for 26 oxidation reactions where experi-
mental data was available to estimate the error of our ∆Gr (T) 
calculations (Figure 2; Table S2, Supporting Information). The 
mean absolute error (MAE) in ∆Gr (T) in units of kJ mol O2

−1 
is approximated by Equation (4) where T is the temperature in 
Kelvin. The absolute error for the corresponding reduction reac-
tions are, by definition, identical to the errors for the oxidation 
reactions. The MAE between the experimentally obtained and 
computationally predicted ∆Gr (T) is comprised of two compo-
nents, the 0 K contribution from the DFT-calculated enthalpies 
and the temperature-dependent contribution from our Gδ(T) 
descriptor. These errors arise exclusively from the solid-state 
compounds because all data for gas-phase species are experi-
mentally determined thermochemical properties. The reaction 
enthalpies contribute the 42.7 kJ mol O2

−1 error present at 0 K, 
and Gδ(T) contributes the temperature-dependent error, which 
increases approximately linearly according to 0.0108T (where 
T is in K and the error is in kJ mol O2

−1). The 0 K error con-
tribution of 42.7 kJ mol O2

−1 agrees with our broader study of 
415 decomposition reactions at 0 K which yielded an MAE of 
88–100 meV atom−1 (≈51 kJ mol O2

−1 with respect to these 26 
reactions).[67] This error was shown to vary only moderately 
across many material classes (e.g., oxides, halides, pnictides, 
etc.)[67]

: MAE 42.7 0.0108r ( ) ( )∆ = +G T T T  (4)

Furthermore, the temperature-dependent error contri-
bution of 0.0108T (19  kJ mol O2

−1 at 1800 K), which arises 
exclusively from errors in Gδ(T), agrees with the previously 
reported MAE of 46 meV atom−1 (≈25 kJ mol O2

−1 with respect 
to these 26 reactions) for Gδ(T) applied to 178 test com-
pounds.[60] The root mean squared error of 61 meV atom−1 for 
these 178 compounds differs only moderately from the MAE, 
which indicates that the error arising from Gδ(T) varies only 
slightly across the many diverse material classes studied (e.g., 

alkalis, transition metals, halides, etc.).[60] The temperature-
dependent component of the error determined here for ∆Gr 
(T) is lower than the respective error previously calculated 
for individual materials, suggesting that a favorable cancel-
lation of errors exists between similar materials for redox 
reactions (e.g., Fe3O4 to Fe2O3). Additionally, because neither 
of the two contributing factors to the error in ∆Gr (T) vary 
substantially by material class, the error in ∆Gr (T) will also 
not vary substantially by material class. Consequently, these 
results indicate that our thermodynamic screening approach 
can be applied with similar accuracy to any chemical looping 
process that operates near equilibrium for both the oxida-
tion and reduction reactions, irrespective of the active mate-
rial chemistry. For processes like CLC where a large range 
(≈400 kJ mol−1) exists between the upper (∆Gr = 0) and lower 
(∆Gr = ∆Gnet) bounds on ∆Gr that bracket the oxidation reac-
tion of the thermodynamically viable active materials, the 
MAE is less pronounced relative to this range than for CL 
processes where a narrower range of ∆Gr values are viable, 
such as chemical looping reforming or chemical looping air 
separation.

2.2. Benchmarking with Chemical Looping Combustion

Our descriptor-based thermodynamic screening approach 
involves 5 steps: 1) generate all possible redox pairs (i.e., pairs 
of anion-rich/Mox and anion-deficient/Mred materials), 2) 
apply the Gδ(T) descriptor to obtain ∆Gf (T) for all materials, 
3) calculate ∆Gd (T) (decomposition free energy, Section S3, 
Supporting Information) and remove redox pairs that include 
unstable materials, 4) calculate ∆Gr (T) for all subreactions 
and remove redox pairs where any subreaction (Equations (1) 
and (2)) is not spontaneous at the specified conversion within 
the temperature range of interest, and 5) perform Gibbs 
energy minimization over all chemical species in the chemical 
system for each redox pair to determine conversion and side 
product formation (see the Experimental Section for addi-
tional details). Properties such as material price and oxygen 
transport capacity (ROC) were subsequently calculated for ther-
modynamically viable redox pairs. We used a reaction conver-
sion of 90% as the threshold for thermodynamic viability in 
this study.

In order to assess the efficacy of our thermodynamic 
screening approach to identify thermodynamically viable redox 
pairs, we benchmarked it using experimentally studied oxygen 
carrying materials for CLC. We considered a diverse set of 10 
materials with experimental reaction conversions of methane 
>90% and 7 materials that demonstrate low or no conversion 
of methane, such as support materials (Table S4, Supporting 
Information).[23,62,68–75] We used the aerobic combustion of 
methane as the net reaction for this benchmarking study, 
where the oxidation and reduction reactions for this process are 
shown in Equations  (5) and (6), respectively, and the net reac-
tion is shown in Equation (7). Oxygen carriers (OCs) are active 
materials for CLC, where OCox/OCred is equivalent to Mox/Mred 
and Equations (5)–(7) are the CLC analogs of Equations (1)–(3). 
The stoichiometric coefficients for the oxidized and reduced 
phases of the OC are denoted by c1 and c2, respectively. These 

Figure 2. Absolute error (ε) of experimental versus predicted ∆Gr(T) for 
26 oxidation reactions as a function of temperature (red). The mean abso-
lute error (MAE) at each temperature assessed is shown in blue. R2 = 0.84 
for the linear regression model of MAE (MAE = 42.7 + 0.0108T).
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coefficients were normalized so that 1 mole of O2 is liberated 
from OCox to react with 0.5 moles of methane

Oxidation : O OC OC2 2 red 1 oxc c+ →  (5)

Reduction : 0.5 CH OC 0.5 CO H O OC4 1 ox 2 2 2 redc c+ → + +  (6)

Net reaction : 0.5 CH O 0.5 CO H O4 2 2 2+ → +  (7)

The oxidation reaction is always spontaneous because the 
redox pairs are only considered at temperatures where the con-
stituent compounds are stable (i.e., OCox does not spontane-
ously decompose to OCred). Consequently, the spontaneity of 
the reduction reaction (Equation (6)) determines the thermody-
namic viability of candidate redox pairs for CLC. The reduction 
reaction is equivalent to the difference between the net reaction 
and the oxidation reaction (Equation (8)). Thus, if the net reac-
tion is more exergonic than the oxidation reaction at a given 
temperature (∆Gr,net (T) < ∆Gr,ox (T)), then the reduction reac-
tion is spontaneous and the corresponding redox pair is ther-
modynamically viable

(0.5 0.5 )
( )

r,red f ,CO f ,H O f ,CH

1 f ,OC 2 f ,OC r,red r,net r ,ox

2 2 4

ox red

G G G G
c G c G G G G

∆ = ∆ + ∆ − ∆
− ∆ − ∆ ∆ = ∆ − ∆

 (8)

The Ellingham diagram for CLC shown in Figure 3 provides 
calculated ∆Gr,ox as a function of temperature for the 17 experi-
mentally studied materials. We consider the temperature range 
of 600–1200 °C because this is the conventional operating range 
for CLC.[23] In addition to ∆Gr,ox(T), the net combustion reac-
tion for CLC (∆Gr,net) is shown at 90% conversion of methane 
(black line). The 10 redox pairs that have been experimentally 
demonstrated to react with methane to form CO2 and steam  

at >90% conversion are shown in blue, and the 7 materials that 
have been experimentally observed to not react with methane or 
which are often used as inert support materials are shown in red. 
We note that although ∆Gr,net is obtained from experiment, the 
MAE for ∆Gr(T) (Equation  (4)) is included above and below the 
net reaction to indicate whether the calculated ∆Gr,ox values lie 
within the MAE range of being thermodynamically viable pairs.

Our thermodynamic screening approach correctly classifies all 
10 of the experimentally studied redox pairs with >90% methane 
conversion for CLC (blue lines in Figure 3). These 10 pairs were 
predicted to be both stable and thermodynamically viable within 
the operating temperature range for CLC. Our method also cor-
rectly classifies all 7 redox pairs that were reported to exhibit low or 
no conversion of methane as not being thermodynamically viable 
for CLC (red lines in Figure 3). Furthermore, the prediction by our 
analysis that CaSO4/CaS transitions to being thermodynamically 
viable at higher temperatures agrees with experimental observa-
tions.[72] The CaSO4/CaS redox pair was reported to transition 
from 10% conversion of methane to CO2 at 850 °C to 90% conver-
sion at 1000 °C, closely matching our results that this redox pair 
should demonstrate >90% conversion above ≈1050  °C.[72] Addi-
tionally, the reduction of Fe3O4 to FeO was observed to be slow at 
950 °C, matching our model’s prediction that this redox pair has a 
low thermodynamic driving force (small |∆Gr,red|) at 950 °C despite 
being thermodynamically viable.[62]

Although ∆Gr,ox indicates whether a given redox pair is 
thermodynamically capable of oxidizing methane, it does not 
account for the possibility of side-product formation. To address 
this, we performed Gibbs energy minimization on the oxidized 
material of each redox pair in the presence of a stoichiometric 
amount of methane to determine the yield of CO2 at equilib-
rium considering all possible species within our database that 
can be formed from Mox + CH4. The prediction of equilibrium 
product yields of these 17 redox pairs further corroborated the 
classification results. Of the 10 OCs that have been experimen-
tally demonstrated to be viable, all exhibit calculated CO2 yields 
>97% except CaSO4/CaS and Fe3O4/FeO which are predicted 
to yield a mixture of CO, CO2, H2O, and H2 as combustion 
products, as is observed experimentally.[69,76] All 7 of the redox 
pairs that are not experimentally viable are calculated to exhibit 
conversions below 1%. Overall, our high-throughput screening 
approach accurately classifies all 17 of the experimentally 
studied redox pairs by their thermodynamic viability and agrees 
with experimental observations for the two redox pairs that lie 
on the threshold of thermodynamic viability.

2.3. New Active Materials for Chemical Looping Combustion

In order to identify new redox pairs for CLC, we obtained 13 763 
oxygen-containing binary and ternary compounds from MP. Of 
these, 3107 were predicted to be stable (∆Gd (T) < 0, see the Exper-
imental Section) at some temperature between 300 and 1800 K 
using our Gδ(T) descriptor. This subset of stable compounds was 
used to generate 17  880 redox pairs. Of these pairs, 1320 meet 
the condition for thermodynamic viability (∆Gr,net (T) <  ∆Gr,ox 
(T)) within the CLC operating range for a methane conversion 
of >90%. This subset includes the 10 experimentally viable 
redox pairs analyzed in the previous section. Figure 4a depicts 

Figure 3. Ellingham diagram showing the calculated oxidation energy, 
∆Gr,ox, for the 17 experimentally studied redox pairs as a function of tem-
perature from 600 to 1200 °C. OCs with a high experimental conversion of 
methane (>90%) are shown in blue, while OCs that experimentally do not 
react with methane or exhibit low methane conversion are shown in red. The 
bold line indicates the free energy of the net reaction, ∆Gr,net, for methane 
oxidation at 90% conversion. Redox pairs are labeled as OCox/OCred.
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the subset of elements that these 1320 redox pairs are composed 
from, as well as the number of predicted thermodynamically 
viable redox pairs containing each element. The 27 highlighted 
elements (orange borders) form the oxides that comprise the 52 
viable binary redox pairs. In the case of ternary redox pairs, 91% 
of the 1268 ternary pairs that our scheme predicts are viable con-
tain at least one of these 27 elements. The remaining 108 viable 
ternary compounds do not contain any of these 27 elements and 
thus would not have been identified by alloying a viable binary. 
Binary pairs of the alkali metals (Li, Na, K, Rb, Cs), some transi-
tion metals (Mo, Pd, Ag, Os, Pt), and some main group elements 
(Zn, Cd, Sb, Hg, Tl, Pb, and Bi) include materials with melting 
points below 600 °C,[77] and Ru, Rh, and Ir are too expensive for 
industrial CLC applications.[78] Excluding binary pairs composed 
of these elements further reduces the element set to Mn, Fe, Co, 
Ni, and Cu, which have all been studied as CLC OCs and are 
included to benchmark our method, in addition to Ta and Eu, 
which have not been explored for CLC. The two unstudied binary 
pairs are TaO3/Ta2O5 and Eu2O3/Eu3O4.

TaO3 forms in a layered structure that has been synthesized 
through delamination of RbTaO3

[79] but has not been studied for 
high-temperature applications. In contrast, our prediction that 
Eu2O3/Eu3O4 is thermodynamically viable for CLC is corrobo-
rated by the synthesis of Eu3O4 from Eu2O3 and CO,[80] dem-
onstrating that Eu2O3 oxidizes CO to CO2 and therefore likely 

also oxidizes methane. Moreover, the melting point of Eu2O3 
(2291  °C) is higher than any other material that comprises a 
viable binary OC for CLC,[77] suggesting that this material may 
have a higher attrition resistance than other currently studied 
OCs. The oxidation of Eu2O3 to Eu3O4 has a similar thermo-
dynamic driving force (∆Gr,ox) to that of the Fe2O3/Fe3O4 redox 
pair which exhibits fast reaction kinetics and full methane con-
version.[62] Although Eu2O3/Eu3O4 has a low ROC of 0.02, it is 
similar to that of Fe2O3/Fe3O4 (0.03).[69] While Gibbs energy 
minimization predicts that competing formation of EuCO3 will 
lower methane conversion to CO2, this could be overcome at 
higher temperature (>1200 °C). Furthermore, the cost of Eu2O3 
is greater than that of other currently studied OCs.[78] Nonethe-
less, Eu2O3/Eu3O4 is an intriguing candidate for CLC at tem-
peratures near or above 1200 °C.

Gibbs energy minimization was performed on the 1320 ther-
modynamically viable redox pairs in order to determine the 
conversion of methane to CO2 and the yields of the desired OC 
materials for the oxidation and reduction reactions, with con-
sideration of possible competing phases (i.e., side products). 
Figure  4b shows the maximum CO2 conversion calculated 
between 600 and 1200  °C for each redox pair, which exhibits 
a bimodal distribution with peaks near 0% and 100% CO2 con-
version. The majority of redox pairs either suffer from side 
product formation and thus yield minimal or no CO2 in the 
reduction reaction, or minimal side product formation occurs 
and full conversion to CO2 is observed. Calculated ROC values 
for the 1320 thermodynamically viable redox pairs are pro-
vided in Figure  4c, categorized by the oxidized material class. 
High ROC pairs are those with a large difference in the mass of 
oxygen between the oxidized and reduced phases, making them 
more efficient CL materials. Sulfate pairs (i.e., sulfate/sulfide) 
exhibit the highest average ROC values and constitute 60% of 
the pairs with ROC  >  0.25 due to the high oxygen content of 
the sulfate anion which liberates two moles of O2 when fully 
reduced to the sulfide. The oxide pairs with ROC values near 
or above 0.25 predominantly contain elements as the reduced 
phase, limiting the number of pairs meeting this constraint.
343 redox pairs are predicted to convert methane to CO2 with 

>90% conversion, and 315 of these exhibit a conversion >95%. 
Of these 315, 152 also yield the desired oxidized and reduced 
phase(s) with a conversion >95% for the oxidation and reduction 
reactions, respectively. Of these 152 redox pairs, 13 also exhibit a 
ROC > 0.05 and a price under $20 kg−1, making them exceptional 
candidates for CLC. 4 of these 13 pairs are comprised of known 
materials included in our benchmarking (CuO/Cu, NiO/Ni, 
CuAlO2/Cu+Al2O3, and Mn3O4/MnO). The remaining 9 pairs of 
this set (Bi2(SO4)3/Bi2S3, CuSO4/CuS, MnO2/Mn2O3, Sb2(SO4)3/
Sb2S3, ZnSO4/ZnS, Cu2SO5/Cu2S, CdSO4/CdS, PbSO4/PbS, and 
CrCuO2/Cr2O3 + Cu) are discussed in detail in the following par-
agraph. 165 other redox pairs meet these ROC and price require-
ments but exhibit a conversion <  95% for at least one of the 
reactions. However, it is important to note that the Gibbs energy 
minimization scheme is more sensitive to ∆Gf than the thermo-
dynamic viability assessment, and consequently small errors 
in ∆Gf can potentially produce substantial errors in predicted 
reaction conversions. This is because a small shift in ∆Gf could 
stabilize or destabilize a material relative to competing phases, 
resulting in a substantial change in the equilibrium products.  

Figure 4. A) The number of thermodynamically viable redox pairs (1320 
total) for CLC that contain each respective element. The 27 elements 
highlighted by an orange border form viable binary oxide redox pairs. 
B) Histogram of maximum CO2 conversion obtained between 600 and 
1200 °C for the 1320 viable redox pairs categorized by class of the oxidized 
OC material (ternary oxide, binary oxide, and sulfate). C) Histogram of 
ROC values for the 1320 viable redox pairs, categorized by material class. 
Histograms are smoothed with an interpolation function.
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As such, some of the 1168 redox pairs that the Gibbs energy min-
imization approach predicts will yield conversions approaching 
95% may still be experimentally viable OCs for CLC. Likewise, a 
fraction of the 152 promising redox pairs may in fact yield con-
versions below 95%. All 1320 thermodynamically viable redox 
pairs are available for download with their relevant calculated 
data in the Supporting Information, alongside the 16 560 nonvi-
able redox pairs.

Our thermodynamic screening approach does not systemati-
cally consider melting points because experimental tabulation 
of this property is sparse, and its calculation is computationally 
demanding.[56,81] As a result, some of the redox pairs predicted 
to be viable by our thermodynamic screening approach will not 
in fact be applicable for CLC because they include compounds 
that melt below CLC operating temperatures. Table 1 reports a 
subset of the 152 high conversion redox pairs, including 3 of 
the 9 pairs that meet the ROC and price cutoff and have not 
been previously studied for CLC (CdSO4/CdS, PbSO4/PbS, and 
CrCuO2/Cr2O3+Cu). 5 of the other pairs are excluded due to 
having melting or decomposition temperatures near or below 
600 °C (Bi2(SO4)3/Bi2S3, CuSO4/CuS, MnO2/Mn2O3, Sb2(SO4)3/
Sb2S3, and ZnSO4/ZnS),[77] and the remaining pair from this set 
(Cu2SO5/Cu2S) was removed due to possible degradation to the 
oxide, as discussed below. Despite their higher costs, additional 
pairs from the subset of 152 high conversion pairs have been 
included because of their high conversions and ROC, including 
Ga2(SO4)3/Ga2S3 and Ag2SO4/Ag2S. Table  1 includes melting 
points where available. ROC and price are also listed (see Experi-
mental Section for details). Some of these materials may also be 
relevant for CL with oxygen uncoupling for solid fuel combus-
tion or CL air separation, such as the perovskite SrNiO3, which 
decomposes above 600 °C to yield SrNiO2.5 (mp = 1350 °C) and 
O2.[82] Multiple sulfate redox pairs are listed in Table  1 due to 
their high ROC, high methane conversion and few or no side 
products. Although these sulfate redox pairs exhibit high fig-
ures of merit for CLC, they may be limited by partial degrada-
tion of the sulfide to the corresponding oxide during oxidation 
at higher temperatures, as is observed for CaSO4/CaS above 
950 °C.[76] To determine the extent of this degradation, we have 
included equilibrium constants (K) in Table  1 for the sulfate 
decomposition reaction that yields SO2 and the lowest energy 

oxide(s). Further, we excluded any pairs with K  >  1  ×  10−8 at 
1000 °C, including Cu2SO5/Cu2S. These equilibrium constants 
are also provided for all of the sulfate/sulfide pairs in the down-
loadable dataset available in the Supporting Information.

2.4. Novel Chemical Looping Process for SO2 Production

We also applied our thermodynamic screening approach to 
predict materials for a novel chemical looping process that we 
hypothesized can produce highly pure sulfur dioxide (SO2), 
as shown in Figure 5. SO2 is an essential industrial chemical 
because it is a precursor for sulfuric acid,[83,84] a reducing agent 

Table 1. Select redox pairs for CLC with oxidation and reduction conversion >95%. Pairs are rank ordered by oxygen transport capacity (ROC, see the 
Experimental Section).

Oxidized phase Reduced phase(s)a) CH4 conv. ROC K (sulfate)b) Pricec) Temp. ranged) mpox
e)[77] mpred

e)[77]

Ga2(SO4)3 Ga2S3 0.99 0.45 4.1E−22 196 600–900 – 1090

CdSO4 CdS 0.99 0.31 7.9E−12 2.4 600–1100 1000 1750

Ag2SO4 Ag2S 0.99 0.21 7.0E−9 444 600–825 652 825

PbSO4 PbS 0.99 0.21 2.9E−11 1.65 600–1100 1087 1113

CrCuO2 Cr2O3, Cu 0.99 0.05 N/A 6.8 600–800 – 2329, 1084

YCuO2 Y2O3, Cu 0.99 0.04 N/A 40 900–1000 – 2439, 1084

YVO4 Y2O3, VO2 0.99 0.04 N/A 38 1000–1200 – 2439, 1967

SmCuO2 Sm2O3, Cu 0.99 0.03 N/A 39 600–1000 – 2269, 1084

a)None of the listed redox pairs yield >1% side products; b)For sulfate/sulfide redox pairs, the equilibrium constant for the decomposition of the sulfate to the oxide and 
SO2 (K) is shown at 1000 °C; c)Price is in $ kg−1; d)The temperature range indicates the temperatures within the CLC operating range where methane conversion is >95%, 
calculated at intervals of 100 °C, and where the reduced phase(s) are solid, All temperatures are in Celsius; e)mpox and mpred are the melting points of the oxidized and 
reduced phases, respectively.

Figure 5. Proposed process for pure SO2 production, envisioned in a 
circulating bed arrangement. An oxygen carrier, OCox, is used to oxidize 
sulfur to SO2, concomitantly reducing the oxygen carrier. The reduced 
oxygen carrier, OCred, is regenerated in a second reactor via aerobic oxida-
tion. Any unreacted sulfur vapor is readily separated from the effluent via 
condensation and recycled.
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for pulp and paper production,[84] a dechlorinating agent in 
wastewater treatment,[85] a food preservative (E220),[86] an anti-
oxidant for wine,[87] a leachant for manganese ore,[88] and used 
in the production of other sulfur-containing chemicals.[65,89] The 
primary method for generating SO2 for sulfuric acid production 
is via the aerobic combustion of sulfur (Equation  (11)), which 
produces a dilute SO2 stream that is ≈12% SO2, 7% oxygen, and 
79% nitrogen by volume.[84] The substantial volume of inert N2 
dilutes this product stream, which dictates that gas flowrates 
and downstream process units must be proportionally larger 
and ultimately that energy intensive separations processes must 
be used to reduce the emission of unreacted SO2 with the N2-
rich effluent.[84] Some applications require concentrated (99.9%) 
liquid SO2, whose production begins with the aerobic combus-
tion of sulfur, followed by absorption–desorption, drying, and 
finally cryogenic condensation to concentrate the SO2.[65] These 
additional process steps to concentrate SO2 are expensive and 
energy intensive.[65] An efficient route to producing pure SO2 
using CL would therefore substantially decrease the capital 
cost, energy use, and SO2 emissions of producing both concen-
trated liquid SO2 and sulfuric acid, which would be significant 
considering that sulfuric acid is the world’s most produced 
chemical by mass, with an annual production rate of 230 billion 
kg year−1.[66,84] Pure SO2 produced via a CL process can be con-
densed and provided as liquid SO2 or subsequently converted 
to sulfuric acid via the contact process using recently developed 
catalyst bed designs capable of processing high SO2 content 
streams[90,91]

Oxidation : O OC OC2 2 red 1 oxc c+ →  (9)

Reduction : S OC SO OC1 ox 2 2 redc c+ → +  (10)

Net reaction : S O SO2 2+ →  (11)

Our descriptor-based screening approach enables a high-
throughput screening strategy to discover thermodynamically 
viable redox pairs for the proposed chemical looping sulfur 
oxidation (CLSO) process. Sulfate/sulfide redox pairs were 
exclusively considered for this screening effort because metal 
oxides predominantly react with elemental sulfur at high tem-
peratures to form sulfides and sulfates.[92–94] Similar to our 
analysis of methane oxidation for CLC, ∆Gr,ox(T) (Equation (9)) 
was compared directly to the reaction free energy of the net 
reaction (∆Gr,net(T), Equation (11)), which is again normalized to 
the reaction of 1 mole of O2 with a reaction conversion of 90%. 
The Ellingham diagram depicted in Figure  6 shows ∆Gr,ox(T) 
relative to ∆Gr,net(T) for 75 sulfate redox pairs and thus illus-
trates the thermodynamic viability of these pairs for CLSO. An 
operating range of 444–1150  °C was selected for this compar-
ison because 444 °C is the boiling point of sulfur (at 1 atm),[77] 
and 1150 °C is the conventional reactor temperature of a sulfur 
burning furnace.[84]

The screening of CLSO redox materials based on their ther-
modynamic viability identifies three sulfate/sulfide redox pairs 
(PdSO4/PdS, CuSO4/CuS, and Ag2SO4/Ag2S) as being ther-
modynamically viable OCs for CLSO within the defined oper-
ating range (444–1150  °C). All three of these pairs are within 
the MAE of ∆Gr but meet the condition that ∆Gr,red (T) < 0. Of 

these three, the redox pair CuSO4/CuS is highly promising due 
to its thermodynamic viability and low cost. An additional 9 
redox pairs (W(SO4)2/WS2, NiSO4/NiS, Nb(SO4)2/NbS2, PbSO4/
PbS, CoSO4/CoS, CdSO4/CdS, Ga2(SO4)3/Ga2S3, Tl2SO4/Tl2S, 
and Sb2(SO4)3/Sb2S3) are identified within the MAE of ∆Gr that 
meet the condition that ∆Gr,red (T) < MAE(T). Because ∆Gr,red 
(T) of these pairs lies within the MAE of the threshold for ther-
modynamic viability, they could be experimentally viable for 
CLSO and are therefore included in the following screening. 
We next performed a Gibbs energy minimization for both the 
oxidation and reduction reactions for all 12 of the redox pairs 
to determine the equilibrium reaction conversions with consid-
eration of the possible competing reactions. For the reduction 
reaction, the maximum sulfur conversion and predicted side 
products are tabulated alongside relevant material properties, 
where available, for each redox pair in Table  2. To determine 
whether partial degradation to the oxide occurs during oxida-
tion of the sulfide, we calculated the equilibrium constants, K, 
for these reactions. All 12 oxidation reactions exhibit >99.9% 
conversion of the sulfide to the corresponding sulfate and 
K <  1 ×  10−17 at 600  °C except W(SO4)2 and CuSO4 which are 
1.6 × 10−13 and 8.0 × 10−6, respectively. Additionally, any minor 
degradation of the sulfide to the oxide during oxidation would 
be rectified when reacting the oxide with sulfur vapors during 
the reduction reaction that regenerates the sulfide.

Of the 12 candidates reported in Table  2, PdSO4, Tl2SO4, 
Ag2SO4, and Ga2(SO4)3 are likely too expensive to be considered 
for industrial applications.[78] Furthermore, Sb2(SO4)3 is experi-
mentally observed to be thermodynamically unstable.[77] Of the 
remaining 7 candidates, the sulfates of W, Nb, and Ni demon-
strate the highest conversions with minimal side-product for-
mation, making them the most promising candidate OCs for 

Figure 6. An Ellingham diagram for CLSO showing ∆Gr,ox(T) for 75 sul-
fate/sulfide redox pairs. All redox pairs are only shown in the temperature 
range where both the oxidized and reduced phases are stable. Thermo-
dynamically viable redox pairs are those that meet the condition that 
∆Gr,net(T) < ∆Gr,ox(T) within the operating range of 444–1150  °C. Redox 
pairs 1–9 which lie within the MAE are (in order): W(SO4)2/WS2, NiSO4/
NiS, Nb(SO4)2/NbS2, PbSO4/PbS, CoSO4/CoS, CdSO4/CdS, Ga2(SO4)3/
Ga2S3, Tl2SO4/Tl2S, and Sb2(SO4)3/Sb2S3.
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CLSO. The formation of oxide side products (e.g., WO3 and 
Nb2O5) during sulfate reduction does not hinder the recycla-
bility of the OCs because these side products are also inherently 
oxygen carriers. Gibbs energy minimization indicates that both 
WO3 and Nb2O5 react with sulfur vapor to produce the corre-
sponding sulfides and SO2. All of the candidates included in 
Table 2 exhibit a high oxygen transport capacity.

Previous experimental studies on the reduction of sulfates 
and oxidation of sulfides corroborate several of our mate-
rial predictions. The sulfates and oxides of Cu and Ni have 
been demonstrated to spontaneously react with sulfur vapor 
to form the corresponding metal sulfide under low-oxygen 
conditions,[95–97] even at lower temperatures (450  °C for Ni), 
agreeing with our predictions from ∆Gr,red indicating that the 
reaction of CuSO4 and NiSO4 with sulfur is spontaneous (or 
nearly so). Additionally, the sulfides of Ni,[98,99] Cu,[100] and 
Co[100,101] have been observed to spontaneously oxidize to a 
mixture of the sulfide, sulfate, and oxide phases with minimal 
or no SO2 release when properly controlled. This agrees with 
our calculations that NiS, CuS, and CoS spontaneously react 
with air to form the corresponding sulfate without substantial 
side-product formation. The oxidation of nickel sulfide par-
ticles occurs in stages, with the initial stage of the reaction 
forming a dense nickel oxide layer as Ni atoms migrate to 
the surface of the particle.[98] This initial oxidation stage pro-
ceeds with little evolution of SO2. The sulfides of Cu and Co 
react in an analogous manner with optimal oxidation occur-
ring near 450 °C.[100,101] Reactor conditions should be properly 
regulated to minimize the production of SO2 during aerobic 
oxidation of the sulfide; however, experiments with fluid-
ized bed reactors have demonstrated that this is achievable 
for sulfate roasting applications.[100,102] Although no study has 
previously investigated both the oxidation and reduction reac-
tions considered for CLSO, experimental results support our 
contention that the constituent oxidation and reduction reac-
tions of CLSO can be individually accomplished with a high 
degree of control for the sulfate/sulfide OCs based on Ni and 
Cu.[95–100]

3. Conclusion

High-throughput materials screening is a promising route to 
accelerate the discovery of active materials for chemical looping 
processes. Here, we demonstrated that a high-throughput ther-
modynamic screening approach based on our Gibbs energy 
descriptor Gδ(T) can be broadly applied to chemical looping 
processes that operate at or near equilibrium with similar accu-
racy across a wide range of materials. We provide an estimate 
for the mean absolute error in ∆Gr(T) using this approach, 
which ranges from 43 kJ mol O2

−1 at 0 K, due to errors in the 
DFT calculated reaction enthalpies, to 62 kJ mol O2

−1 at 1800 K, 
due to the additional error contributed by the Gδ(T) descriptor 
in predicting high-temperature contributions to the free energy. 
These errors will decrease as ab initio databases increase in 
accuracy and the 0 K error decreases. For CLC, our screening 
method properly classified 100% (17/17) of the experimentally 
studied redox materials by their thermodynamic viability for 
this process. Moreover, we leveraged this approach to analyze 
unstudied redox materials for CLC and identified over 1300 
viable redox pairs, 152 of which are predicted to exhibit reac-
tion conversions of methane >95% with minimal side product 
formation, increasing the number of known materials that 
meet these constraints by an order of magnitude. Furthermore, 
a number of sulfate materials (e.g., CdSO4, PbSO4, etc.) are 
included in this set that not only exhibit high reaction conver-
sion and minimal side-product formation, but which are also 
inexpensive and exhibit exemplary oxygen transport capacities, 
making them intriguing candidates for CLC.

Finally, we further demonstrated the ability of our thermo-
dynamic screening approach by applying it to a novel chemical 
looping process to oxidize raw sulfur to pure SO2. This process 
could provide a considerably more energy efficient and lower 
emission route to sulfuric acid. Application of our screening 
approach revealed that 12 possible sulfate/sulfide redox pairs 
are thermodynamically viable for this process. 7 of these pairs 
involve low cost materials with calculated reaction conver-
sions >50% and high oxygen transport capacities. One of these 

Table 2. 12 viable and nearly viable sulfate redox pairs for CLSO listed in order of decreasing viability (i.e., increasing ∆Gr,red).

Oxidized phase Reduced phase(s) Sulfur conv. ROC Side prod. Pricea) Temp. rangeb) mpox
c)[77] mpred

c)[77]

PdSO4 PdS 0.99 0.32 PdS2 9300 700–1150 – –

Ag2SO4 Ag2S 0.97 0.21 None 440 600–825 652 825

CuSO4 CuS 0.66 0.40 CuS2 3.1 450–507 560 (d)d) 507 (d)

W(SO4)2 WS2 0.97 0.34 WO3 0.1 550–750 – 1250 (d)

NiSO4 NiS 0.81 0.41 NiS2, Ni3S4 8.3 450–946 840 (d) 946

Nb(SO4)2 NbS2 0.70 0.45 Nb2O5, NbS3 5.0 600–1150 – –

PbSO4 PbS 0.59 0.21 PbS2O3 1.7 550–1113 1087 1113

CoSO4 CoS 0.58 0.41 CoS2 18 650–1150 >700 1182

CdSO4 CdS 0.68 0.31 CdS2 2.4 850–1150 1000 1750

Ga2(SO4)3 Ga2S3 0.49 0.45 None 200 950–1090 – 1090

Tl2SO4 Tl2S – 0.13 – 4800 – 632 448

Sb2(SO4)3 Sb2S3 0.00 0.36 None 4.0 450–550 (d) 550

a)Price is in $ kg−1; b)The temperature range indicates where the tabulated corresponding sulfur conversion is achieved, and the reduced phase(s) is stable and solid. All 
temperatures are in Celsius; c)mpox and mpred are the melting points of the oxidized and reduced phases, respectively; d)(d) indicates that the material decomposes at the 
indicated temperature.
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materials, W(SO4)2, is calculated to yield 97% conversion of 
sulfur to SO2. Two others, NiSO4 and CuSO4, are corroborated 
by experimental studies of their individual sulfide oxidation and 
sulfate reduction reactions constituting the CLSO process and 
are predicted to achieve sulfur oxidation conversions of 81% 
and 66%, respectively. As the field of chemical looping con-
tinues to grow, our screening approach provides a platform for 
rapid materials discovery to accelerate innovation across a wide 
range of chemical looping chemistries capable of increasing 
energy efficiency, leveraging renewable energy sources, facili-
tating chemical conversions, and decreasing undesirable emis-
sions in many sectors of the chemical industry.

4. Experimental Section
Formation enthalpies (∆Hf) and atomic densities of materials were 
obtained from the Materials Project (MP) database, which currently 
contains calculated properties for over 120  000 inorganic crystal 
structures.[103] A subset of materials that are consistent with the known 
classes of active materials for CLC, specifically, binary oxides, ternary 
oxides, and sulfates, was selected. Sulfides were included as possible 
reduction products. The MP database contained 13 763 compounds from 
this subset and their respective 0 K properties. Similarly, for chemical 
looping sulfur oxidation sulfates and sulfides were investigated; MP 
contained 1238 compounds in this subset. Compounds containing 
radioactive elements were not considered. ∆Gf (T) for all entries in the 
MP database were calculated for the temperature range of 300–1800 K 
at intervals of 100 K using the statistically learned physical descriptor 
Gδ(T).[60]  ∆Gf (T) for nonsolids (e.g., CH4, H2O, CO2, SO2, etc.) at  
1 atm were obtained from the NIST JANAF thermochemical database.[56] 
Decomposition energies, ∆Gd (T), were calculated over the temperature 
range of 300–1800 K using ∆Gf (T) and the convex hull construction. 
Materials with ∆Gd (T) <  0 are stable relative to all competing phases 
at their corresponding compositions.[67] The convex hull method is 
described in Section S3 (Supporting Information), and ref. [67]. ∆Gd (T) 
does not indicate whether a compound will melt or boil at a particular 
temperature.

Redox pairs were identified from the subset of stable materials. 
Each redox pair was comprised of a single oxidized compound (Mox), 
and either one or two reduced materials (Mred). Elemental phases 
were considered for the reduced material(s). Redox pairs were only 
investigated for thermodynamic viability at temperatures at which 
all constituent compounds are stable. 17  880 redox pairs meet this 
constraint for CLC. Stoichiometric coefficients for the subreactions 
(i.e., oxidation and reduction) of the redox pairs were normalized to 
maintain molar conservation with 1 mol of O2 liberated from Mox during 
the reduction reaction (Equation (2)), enabling the reaction energies of 
different redox pairs to be directly compared.

A thermodynamically viable redox pair is defined as one which 
undergoes both the oxidation and reduction reactions (Equations  (1) 
and (2)) spontaneously (∆Gr (T) <  0). Temperature-dependent Gibbs 
energies of reaction, ∆Gr (T), are calculated as the differences in free 
energy between the stoichiometrically weighted ∆Gf (T) of the products 
and reactants. For reactions involving gaseous species, an ideal gas 
correction term was included to account for the partial pressure of the 
gas: G T G T RT Px∆ = ∆ ° +( ) ( ) ln( )f f , where fG∆ °  is the Gibbs formation 
energy at standard state pressure (1 atm) and x is the gaseous species 
of interest. Partial pressures are calculated at 90% conversion at a total 
pressure of 1 atm throughout this work. Other reaction pressures could 
be studied using this approach but were not considered here.

The errors in ∆Gr (T) relative to experiment were determined to arise 
predominantly from errors in the DFT-calculated reaction enthalpy, ∆Hr, 
and to a lesser extent, the descriptor-calculated temperature-dependent 
contribution to ∆Gf (T). Additional errors in ∆Hr arise for redox pairs 
that contain the magnetic elements Cr, Mn, Fe, Co, and Ni because 

antiferromagnetism is not systematically considered in Materials Project 
calculations.[103,104] To mitigate this additional error, ∆Hf for binary oxides 
(listed in Table S5, Supporting Information) containing these magnetic 
elements were calculated. One ferromagnetic and ≈8 antiferromagnetic 
supercells were enumerated for each of the oxides containing these 
elements using MP calculation standards in order to determine 
magnetic ground states, and thus more accurate ∆Hf, while maintaining 
consistency with the MP database. Atomic structures and total energy 
calculations were performed using the projector augmented-wave 
method within the Vienna Ab initio Simulation Package (VASP).[105] The 
Perdew–Burke–Ernzerhof (PBE) generalized gradient approximation 
(GGA) functional was used with a plane-wave energy cutoff of 520 eV.[106] 
A Γ-centered Monkhorst–Pack k-point grid was employed with a k-point 
mesh density of 1000/(atoms in the unit cell). A Hubbard +U correction 
was included using the Dudarev method for calculations of oxides and 
an MP correctional term was applied to these calculations to maintain 
MP compatibility.[103,107]

The equilibrium product distribution at any temperature was obtained 
by Gibbs energy minimization, which is described in detail in Section S6 
(Supporting Information). Equilibrium conversions were calculated as 
the ratio between the moles of the desired product (i.e., the value-added 
product) at equilibrium and the theoretical maximum number of moles 
of the desired product. Equilibrium constants, K, were calculated using 

e /rK G RT= −∆
, where T is the temperature in Kelvin and R is the ideal gas 

constant. Thermodynamically viable redox pairs were ranked based on 
their calculated oxygen transport capacity, ROC, which are quantified as 

= −
OC

o r

o
R

m m
m , where mo is the mass of the oxidized material and mr is 

the mass of the reduced material.[23,68] As ROC decreases, the circulation 
rate of solids in the CL process must increase to maintain a constant 
conversion rate.[23] Thus, a higher ROC is desirable. Prices of elements 
were obtained from the United States Geological Survey.[78] Prices of the 
OC materials were approximated from the price of the constituent metals 
(oxygen and sulfur are excluded) necessary to produce 1 kg of material.
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